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Threat Risk Impacted sector/entity/etc. Impact

Force multiplier for disruptive attacks
All sectors but critical
infrastructure may be impacted
greatly

Medium-term High

Individuals and industries,
especially

ransomware-prone industries
such as health care, financial, and
hospitality sectors

Lowered barrier to entry for social
engineering; increased efficiency and
speed in spear phishing

Individuals, industries,
governments, academia, news
organizations, critical
infrastructure

Immediate High

Domestic Disinformation: increased
censorship, targeting of vulnerable
groups, spread of authoritarian
digital norms

Particularly individuals and
minorities in authoritarian
nations, democracy, freedom of
speech

Immediate Medium

Promotion of crime and
discrimination: new class of crime
such as deepfake pornography and
stock market manipulation

Individuals, finance industry,
black market, private sector
widely

Medium term Medium

Election Obstruction: online
censorship, disinformation

Individuals, freedom of speech,
democratic nations, electoral
process

Immediate
Medium-
High

AI-enhanced
traditional
cyberattacks

Increased capabilities, sophistication,
and efficiency of cybercriminals in
ransomware and cryptocurrency-
related cyberattacks; lowered barrier
to entry

Medium term High

AI-enabled
disinformation

State-sponsored disinformation
campaigns: polarization of societies,
erosion of trust in institutions,
degrading of democracy

Individuals, democratic
governments, electoral process
Democratic

Immediate Medium

AI-Enabled 
disruption or 
maloperation of 
systems

Data poisoning: false outputs leading to 
bad decision-making, discrimination, 
disruption

Critical infrastructure, social 
infrastructure, justice system, 
others

Medium 
term

High 

Inherent biases and vulnerabilities: 
reinforce stereotypes, biased content 
generation and decision-making

Individuals, businesses, 
governments

Immediate Medium

Intentional and unintentional failures: 
operational disruption and false 
outputs

Critical infrastructure, social 
infrastructure, justice system, 
multiple industries

Immediate Medium-
High

AI-enabled national 
security threats

Military applications: potential 
autonomous weapon systems, military 
decision making leading to ethical 
concerns

Defense sector, governments Long term High

AI race: deployment of AI systems with 
unproven reliability, risk of escalation

Governments, defense sector, 
industry

Long term High

Espionage and Mass Surveillance: 
higher scale and speed, erroneous uses 
by the private sector

Public and private sector, 
individuals, privacy 

Medium 
term

Medium

Terrorism: dissemination of 
propaganda, assist with terrorist plans

Social media companies, 
individuals, governments

Medium 
term

Low

Bioterrorism: development of novel 
pathogens, efficient information 
gathering

Individuals, healthcare, and 
pharmaceutical sectors

Long term Low

Business risks due to 
misuse of 
generative AI

Vulnerable code generation and 
dissemination (can be due to 
insufficient oversight and testing): data 
leakage, reputational damage, 
regulatory noncompliance, financial 
losses, operational disruption

Businesses, consumers, 
employees, privacy 

Immediate Medium 

Legal risks and insider threats: data 
leakage, trade secret theft, 
noncompliance, financial penalties

Legal system, privacy, 
businesses, individuals

Immediate Medium






