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OECD AI Principles

OECD 2019 5 22

PRINCIPLES FOR RESPONSIBLE STEWARDSHIP OF TRUSTWORTHY AI

1.1. Inclusive and sustainable growth and well-being

1.2. Human-centred values and fairness

1.3. Transparency and explainability

1.4. Robustness and safety

1.5. Accountability

NATIONAL POLICIES FOR TRUSTWORTHY AI

2.1. Investing in responsible AI research and development

2.2. Fostering an enabling digital ecosystem for AI

2.3. Providing an agile policy environment for AI

2.4. Building human capacity and preparing for job transformation

INTERNATIONAL COOPERATION FOR TRUSTWORTHY AI

Skills to use AI

Education policy is expected to require adjustments to expand

lifelong learning, training and skills development. As with other

areas of technology, AI is expected to generate demand in three

skills areas.

• First, specialist skills will be needed to program and develop AI

applications. These could include skills for AI-related fundamental

research, engineering and applications, as well as data science and

computational thinking.

• Second, generic skills will be needed to leverage AI, including through

AI-human teams on the factory floor and quality control.

• Third, AI will need complementarity skills. These could include

leveraging human skills such as critical thinking; creativity, innovation and

entrepreneurship; and empathy.

• OECD ed. [2019] Artificial Intelligence in Society, p.110.



European Commission and other European
institutions, 2018

• Ethics by Design
High-Level Expert Group on Artificial 

Intelligence (AI HLEG)

•

•

Common European Data Space

COMMUNICATION FROM THE COMMISSION TO THE EUROPEAN 
PARLIAMENT, THE COUNCIL, THE EUROPEAN ECONOMIC AND 
SOCIAL COMMITTEE AND THE COMMITTEE OF THE REGIONS 

Building Trust in Human-Centric Artificial Intelligence
April 8th 2019

The guidelines postulate that in order to achieve ‘trustworthy AI’, three 
components are necessary: (1) it should comply with the law, (2) it should fulfil 
ethical principles and (3) it should be robust. 

The guidelines identify seven key requirements that AI applications should 
respect to be considered trustworthy. 

Human agency and oversight  

Technical robustness and safety 

Privacy and data governance  

Transparency  

Diversity, non-discrimination and fairness 

Societal and environmental well-being 

Accountability 



The MIT Schwarzman College of Computing

Open in September 2019

The MIT Schwarzman College of Computing was announced last October 2018 as 

a $1 billion commitment to addressing the opportunities and challenges presented by 

the prevalence of computing and the rise of artificial intelligence. The initiative aims 

to reorient MIT to bring the power of computing and artificial intelligence to all 

fields of study, and to educate students in every discipline to responsibly use and 

develop these technologies. The college is slated to open in September 2019.

World Economic Forum launches Global AI Council 

The World Economic Forum established the “Artificial Intelligence Council”, 
which has been co-chaired by Sinovation Ventures CEO Kai-Fu Lee  and 
Microsoft President Bradford L. Smith (May 2019).

“Artificial Intelligence brings great benefits. But people are now facing new 
challenges, such as ethical issues with AI, personal data protection, and 
replacement of human job posts. The AI Council is committed to helping people 
solve this problem,” said Lee during his speech.

April 2020, WEF Conference for AI Strategy will be held at San Francisco.



Some of Portfolio Projects, WEF

Unlocking Public Sector Procurement

Generation AI

Teaching AI Ethics and Social Impact

Unlocking Data for Democratizing AI Innovation
esp. Building a data-sharing ecosystem

And so on

UNESCO High Level Meeting on Principle for AI
4 March,2019 UNESCO HQ, Paris

UNESCO



Session on Towards a Human-Centred Ethical AI?

Osamu Sudoh talked about!

•AI should be developed and 
deployed to expand the capabilities 
of human and to pursue the diverse 
happiness of various people all over 
the world. 

• In the AI-based society, we will 
deploy literacy education on using 
AI, so as not to over-depend on AI 
or not to make human decisions 
wrong by abusing AI. 

•AI can expand human capability 
and creativity not only by replacing 
part of human task but also by 
assisting human as an advanced 
instrument.

Session on Towards a Human-Centred Ethical AI?

Osamu Sudoh talked about!

• In order to build human talent of 
creativity, the educational 
systems enable everyone to learn 
AI algorithm, and so-called 
STEM education as well as law 
studies, ethics around AI.

•And also I am sure that the 
concept of human-centric is 
supported by human creativity 
and compassion, as Dr. Kai-Fu 
Lee, he is very famous Chinese 
founder, he has suggested 
significance of human 
compassion strongly.



• 2019 8 28 30
7 TICAD

• 8 29 Panel 
Discussion on the application of AI

•

DFFT
DFFT

Metrics

51 (IMF 2017 )

39.5 (IMF 2017 )

Chen, Los & Timmer (2018)  Factor Incomes in Global Value Chains: The Role of Intangibles, 

Working Paper 25242.



China (2017), Guideline on Next Generation AI Development

Plan, Government of China, State Council

Science 
and Technology Innovation 2030 Megaprojects



Chinese Social Credit Score

The Chinese social credit score can influence decisions

like the deposit level on an apartment rental or online

dating matches. A person playing video games for

hours every day might, for example, obtain a lower

social credit score than a person purchasing diapers

who is assumed to be a responsible parent.

A broader Chinese social credit system to score the

“trustworthiness” of individuals, businesses and

government officials is planned to be in place by 2020.

• OECD ed. [2019] Artificial Intelligence in Society, p.56.




